
Eukaryotic host cells are subject to infection by agents of 
varying complexity, from viruses to bacteria to eukary-
otic parasites such as fungi and protozoa. Infection 
initiates a dynamic cascade of events that culminates 
in altered gene expression patterns in both interacting 
organisms. These changes lead to the adaptation and 
persistence of the pathogen or to its clearance from the 
host by the immune response. An unbiased and global 
understanding of the transcriptomes of both host and 
pathogen can provide new insights into this process by 
identifying new virulence factors in the pathogen, or 
new pathways in the host cell that respond to the expo-
sure to specific pathogens or pathogen-associated molecular 
patterns (PAMPs).

In many cases, the introduction of new technologies 
to a field can overcome previously existing limitations 
and obstacles and can lead to significant leaps in our 
understanding of a biological process. For example, the 
introduction of microarrays two decades ago enabled 
the study of changes in the expression levels of many 
genes simultaneously. In principle, this technology also 
allows one to comprehensively monitor gene expression 
in both the pathogen and the host during their inter-
action1,2. However, the technical difficulties associated 
with simultaneously determining two often very dif-
ferent transcriptomes, including issues such as probe 
selection, cross-hybridization and the required design 
and cost of custom chips, make microarray-based stud-
ies challenging and expensive when they are applied to 
determining both the host and pathogen transcriptomes; 
thus, the majority of these studies have focused on either 
the pathogen or the host at any one time.

The recently developed RNA sequencing (RNA-seq) 
technique provides a conceptually novel approach to the 
study of transcriptomes and would, in principle, allow 
the host and pathogen transcriptomes to be analysed in 

parallel. The major benefit of such an approach is the 
potential to monitor gene expression in two organisms to 
a high level of accuracy and depth. Given the sensitivity 
of this approach, it could potentially be used to sequence 
the transcriptomes of a small number of cells at the ini-
tial site of infection, a feat which is yet to be achieved 
in infection biology. Most importantly, a dual approach 
would allow the monitoring of genes from both host 
and pathogen at different time points throughout the 
infection process — that is, from initial contact through 
to invasion and, finally, the manipulation of the host. It 
thus enables the temporal determination of responses 
and changes in the cellular networks in both organisms. 
A dual approach could be particularly important in 
infection biology, as it can also be easily applied to dif-
ferent pathogens that use distinct infection methods and 
have different life cycles. Compared to microarray-based 
approaches3, RNA-seq has several benefits, ranging from 
the economical (it does not require the design of new 
chips for experiments analysing different pathogens or 
hosts and is therefore a species-independent platform) to 
the technical (such as the significantly increased sensitiv-
ity, dynamic range and discriminatory power). However, 
such an approach, which we refer to as ‘dual RNA-seq’, 
has yet to be achieved for mixed bacterium–eukaryote  
model systems. Following a brief overview of gene 
expression studies in infection biology, we focus here on 
the potential for and feasibility of using dual RNA-seq  
to reveal the complex interplay between a bacterial  
pathogen and its mammalian host during infection.

Host or pathogen transcriptomics
The first transcriptomic studies became possible with 
the development of cDNA microarrays4,5. This entailed 
the use of immobilized gene-specific DNA probes, 
which hybridize to their corresponding labelled cDNA. 
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Pathogen-associated 
molecular patterns
(PAMPs).General small 
molecular motifs that are 
present on microorganisms 
and engage host innate 
immune receptors, in particular 
Toll-like receptors. Examples  
of PAMPs include 
lipopolysaccharide, 
peptidoglycan and flagellin.
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Abstract | A comprehensive understanding of host–pathogen interactions requires a 
knowledge of the associated gene expression changes in both the pathogen and the host. 
Traditional, probe-dependent approaches using microarrays or reverse transcription PCR 
typically require the pathogen and host cells to be physically separated before gene 
expression analysis. However, the development of the probe-independent RNA sequencing 
(RNA-seq) approach has begun to revolutionize transcriptomics. Here, we assess the 
feasibility of taking transcriptomics one step further by performing ‘dual RNA-seq’, in which 
gene expression changes in both the pathogen and the host are analysed simultaneously.
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The resulting change in fluorescence provides a readout 
of the relative abundance of the transcript (FIG. 1). The 
probes for early microarrays were designed based on 
cDNA libraries of open reading frames, which restricted  
the analysis to known or predicted mRNAs. However, 
this limitation was overcome by the advent of high- 
resolution tiling arrays, which contain probes that, in 
principle, could represent an entire genome with single-
base resolution and thus extend the repertoire of detect-
able transcripts to include, for example, antisense and 
other non-coding RNA species6–8.

Microarray-based studies provided the first global 
analyses of gene expression changes in pathogens such 
as Vibrio cholerae9, Borrelia burgdorferi 10, Chlamydia 
trachomatis11, Chlamydia pneumoniae (also known  
as Chlamydophila pneumoniae)12 and Salmonella  
enterica13,14, revealing the strategies that are used by 
these microorganisms to adapt to the host. Tiling arrays 
uncovered the gene expression changes in Listeria 
monocytogenes grown under various in  vitro and 
in vivo conditions15, as well as identifying the small non-
coding RNA transcriptomes and new virulence genes in 
streptococci16–18.

Mammalian host cell transcriptomes are considerably 
larger and more complex than those of their pathogens, 
but microarrays were again seminal in providing the first 
information on global gene expression changes within 
host cells during viral infection19 and following inter-
feron stimulation20. Furthermore, microarrays yielded 

the first global insights into the host innate immune 
response to PAMPs21–23 as well as the effects of bacte-
rial infection on the expression of various host factors 
(reviewed in REF. 3).

The power of array-based analyses notwithstanding, 
there are some major caveats to this approach. One is 
that, owing to probe cross-reactivity between host and 
pathogen cDNAs, either cross-hybridizing clones must 
be eliminated (as reported, for example, in REF. 24) or 
the RNA of the pathogen and the host must be analysed 
separately. However, to obtain RNA from one of the two 
interacting organisms, that of the other is usually sacri-
ficed; for example, the eukaryotic RNA is lost during 
lysis of the host cell in the course of isolating RNA from 
intracellular bacteria. Another caveat is the immense 
cost of tiling arrays. Until recently, our understanding 
of the transcriptome was limited to mRNAs, tRNA and 
rRNAs being the relevant classes of transcripts for which 
expression was worth monitoring, and these RNAs could 
easily be profiled with arrays that cost in the range of a 
few hundred Euros. However, we now know that these 
RNA classes constitute only part of the functional tran-
scriptome (see below). To analyse the full transcrip-
tome at high resolution, including the many transcripts 
from non-coding regions, hybridization-based meth-
ods require arrays with hundreds of millions of probes, 
the costs of which may exceed those of an RNA-seq 
experiment. In addition, these high-density arrays 
further exacerbate the problem of cross-hybridization, 

Figure 1 | Fundamental differences between probe-dependent and probe-independent approaches to gene 
expression analysis. In a probe-dependent method such as microarray analysis, the relative abundance of a given 
labelled transcript is inferred from the fluorescent signal that is retained following hybridization to immobilized probes. 
Signal intensity has both a lower (sensitivity) and upper (saturation) threshold. By contrast, direct counting of sequencing 
reads for a given transcript by the probe-independent RNA sequencing (RNA-seq) method in theory has an infinite 
dynamic range.
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whereas the ever-growing capacity of deep sequencing 
directly translates into higher data output without such 
problems.

Some probe-independent, tag-based methods such as 
SAGE25 or CAGE26 (serial or cap analysis of gene expres-
sion, respectively) have partly overcome these problems. 
The sequencing of small cDNA fragments (‘tags’) of 
13–15 bp in length from the 5ʹ end (CAGE) or 3ʹ end 
(SAGE) of mRNAs provides more accurate quantifica-
tion, as it enumerates individual transcripts in a digi-
tal manner, resulting in an almost unlimited dynamic 
range. Initial limitations of these tag-based approaches, 
stemming from the difficulty in unequivocally mapping 

such short sequences onto the genome, are now being 
overcome by the longer tags that are generated by 
SuperSAGE, which generates ~26 bp tags instead of 
the 13–15 bp in the conventional approach27. Tag-based 
techniques have been applied to the field of infec-
tion biology, particularly with eukaryotic pathogens 
(reviewed in REF. 28).

Nonetheless, none of the aforementioned probe- and 
tag-based methods can routinely discriminate between 
different mRNA isoforms, uncover unannotated non-
coding RNA species or define transcript borders and 
splice junctions with high resolution. Background sig-
nals attributable to cross-hybridization severely limit the 
dynamic range of microarrays to ~3 logs29. Most impor-
tantly, however, sophisticated RNA sample preparation 
is required before a cDNA library can be generated. 
RNA-seq, which overcomes many of the above problems 
and is rapidly becoming the method of choice for study-
ing transcriptomes, promises to facilitate a new type of 
dual gene expression analysis in pathogen and host.

What is RNA-seq?
RNA-seq is essentially massively parallel sequencing  
of RNA (or, in fact, the corresponding cDNA) and has 
heralded the second technical revolution in transcriptom-
ics (reviewed in REF. 30). It is based on next-generation 
sequencing (NGS) platforms that were initially developed 
for high-throughput sequencing of genomic DNA (BOX 1). 
Typically, all the RNA molecules in a sample are reverse 
transcribed into cDNA, and depending on the platform 
to be used, the cDNA molecules may (amplification-
based sequencing) or may not (single-molecule sequenc-
ing (SMS)) be amplified before deep sequencing. After 
the sequencing reaction has taken place, the obtained 
sequence stretches (reads) are mapped onto a refer-
ence genome to deduce the structure and/or expression  
state of any given transcript in the sample (FIG. 1).

In 2008, the first genome-wide RNA-seq experi-
ments were carried out in mice and humans and yielded 
typically around 5–15 million reads per lane31,32 (BOX 2). 
For mammalian gene expression profiling, reads from 
several lanes were often pooled, generating data sets of 
~30 million–100 million reads32–34. Read lengths were 
typically short (25–32 bp). Subsequently, RNA-seq was 
applied to numerous bacterial species35–38. These studies 
were based on ~5 million reads per sample and increased 
read lengths of ~36–40 bp. Today, the latest machines 
can generate more than 1 billion reads of >150 bp in a 
single run; in-depth gene expression profiling in humans 
is sometimes based on >500 million reads39. However, 
the upper limits of sequencing resolution have not yet 
been reached. In particular, as we enter the age of ‘third-
generation sequencing’ (for example, single-molecule 
sequencing and/or direct sequencing of RNA; BOX 1), 
both read number and read length are expected to 
increase even further.

In addition to potentially providing full-genome 
coverage, RNA-seq provides several advantages over 
microarray- and tag-based approaches. As is true for all 
sequence-based approaches, RNA-seq is a digital quan-
tification method and thus has a high (and theoretically 

Box 1 | Currently available next-generation sequencing platforms

The deep-sequencing platforms that are currently available can be divided into two 
groups: most commonly, cDNA samples need to be amplified by PCR before sequencing, 
but some platforms are sufficiently sensitive to omit the amplification step and 
sequence cDNA directly. Below, we briefly describe the technical principles of the 
major representatives from each group and discuss their individual strengths and 
limitations. For more detailed information, readers are referred to two excellent recent 
in-depth reviews93,94.

The Illumina (Solexa), Life Technologies (SOLiD), and Roche (454) sequencing 
platforms have been widely used for genome-wide transcriptomic studies (see 
Supplementary information S1 (table)) and are all amplification-based methods. SOLiD 
and 454 sequencing rely on emulsion-based PCR, whereas the Illumina platform using 
Solexa chemistry makes use of solid-phase amplification to generate the cDNA library. 
However both of these amplification strategies are prone to biases (such that certain 
sequences are preferred over others) and are also susceptible to the introduction of 
mutations.

In addition to template preparation, the three major next-generation sequencing 
platforms vary in several other respects. As of August 2012, the respective company 
webpages state the following performance parameters: the HiSeq 2000 from Illumina 
generates 600 Gb per single run, the maximum read length is 2 × 100 bases and the run 
time is ~11 days; the SOLiD 4 machine generates 55–70 Gb per run of mappable data 
for paired-end runs, with a read length of up to 50 bases and a run time of 11–13 days; 
and the GS FLX Titanium XL+ from Roche typically has a throughput of 700 Mb per run, 
generates reads of up to 1,000 bases in length and has a run time of only 23 hours.

Life Technologies was the first to develop a post-light sequencing system: the Ion 
Torrent platform. Rather than measuring a fluorescent signal (as used by previous 
approaches), the Ion Torrent platform takes advantage of a semiconductor that senses 
the pH changes resulting from nucleotide incorporation into the nascent DNA strand95. 
Ion Torrent systems, just like the SOLiD and 454 systems, require emulsion-based PCR 
amplification of the starting material.

So-called ‘third-generation’ technologies are capable of single-molecule sequencing 
(SMS). Helicos BioSciences and Pacific Biosciences have developed deep-sequencing 
platforms that require less starting material than amplification-based approaches and 
so obviate the need for an amplification step. Rather, a single cDNA molecule is directly 
sequenced. Although SMS omits PCR-introduced biases, the method is not free from 
errors. For instance, it was found that SMS is prone to producing reads that include 
randomly introduced gaps evoked by so-called dark bases, the incorporation of  
which does not lead to a quantifiable fluorescence signal96. Recently, a hybrid 
RNA-sequencing approach has been introduced that combines amplification-based 
and amplification-free sequencing techniques to correct for errors in SMS reads97. 

An alternative SMS method will be provided by Oxford Nanopore Technologies.  
 The working principle is based on a bacterial transmembrane protein that forms a 
hydrophilic channel a few nanometres in diameter within a membrane (that is, the 
nanopore). A given template strand can be ratcheted through the pore in a stepwise 
manner. At the end of each cycle, overlapping nucleotide triplets are read at the pore’s 
centre, and the nucleotide sequence of the template is successively deduced. Oxford 
Nanopore Technologies was set up to commercialize this technology in 2008 (REF. 98).  
It is noteworthy that nanopore sequencing is claimed to be compatible with direct 
sequencing of RNA.
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infinite) dynamic range. Initial experiments suggested 
that the linear dynamic range for RNA-seq was at least 
four orders of magnitude40, and it is now approaching 
six orders of magnitude41, which is comparable to the 
upper limit of changes in gene expression in eukaryotic 
cells42. In addition, RNA-seq is extremely sensitive and 
can identify novel transcripts. For example, a single 
RNA-seq study of mouse myoblasts identified almost 
4,000 previously unknown transcripts43. Furthermore, 
the single-nucleotide resolution provided by RNA-seq 
allows gene structure to be refined through accurate 
determination of transcript borders, alternative splicing 
and processing events.

An important step was the development of strand-
specific RNA-seq (see below for details), which preserves 
information about the directionality of a transcript. This 
is especially important given the prevalence of non- 
coding and antisense transcripts throughout both the 
pathogen and host genomes, and for the characteriza-
tion of operons in bacteria. These benefits suggest that 
RNA-seq has the potential to revolutionize the study of 
changes in gene expression during host–pathogen inter-
actions, and that it is likely to provide the basis for new 
molecular insights into the mechanisms of pathogenesis 
and the corresponding immune response.

RNA-seq of pathogens. A major benefit of RNA-seq is 
that it provides an unbiased approach and can be used 
not only to detect which genes are expressed but also to 
provide high-resolution data on potentially transcribed 
sequences upstream and downstream of the annotated 
coding region. The pioneering RNA-seq studies generally 
described the extent and nature of the transcriptome of 

important pathogens in the absence of a host (reviewed 
in REFS 44,45), improving the annotation of the patho-
gen genomes, providing extensive information on tran-
scription start sites (TSSs) and the location of the 5ʹ and  
3ʹ UTRs of known genes, and reporting new ORFs as 
well as many hitherto unknown small non-coding RNAs. 
Furthermore, as RNA-seq provides transcript informa-
tion without prior knowledge of mRNA sequences, 
it has also proved to be important for identifying co- 
regulated genes, therefore enabling the organization 
of pathogen genomes into operons. Likewise, genome 
annotation has been carried out for several eukaryotic 
pathogens, such as Candida albicans46, Trypanosoma 
brucei47,48 and Plasmodium falciparum49. More recently, 
comparative RNA-seq studies have identified differences 
in gene expression between closely related species (for 
example, pathogenic and non-pathogenic Listeria spp.50).

The regulation of gene expression involves multiple 
steps during which cellular transcripts can be modi-
fied or processed. This is exemplified by a study of 
Helicobacter pylori; this particular study introduced a 
novel differential RNA-seq approach to characterize the 
transcriptome of this pathogen, involving genome-wide 
discrimination of newly generated primary transcripts 
(most mRNAs and small non-coding RNAs, represent-
ing the TSSs in the sample) and processed RNA species 
(rRNAs and tRNAs)38. Differential RNA-seq involves 
selective pretreatment of isolated total RNA with an exo-
nuclease that degrades processed RNAs (containing a 
5ʹ monophosphate), but leaves primary mRNAs (with  
a 5ʹ triphosphate) undigested. Analyses of RNA isolated 
during exponential phase and during acid stress, which 
the bacterium normally experiences in the stomach  
of infected individuals, identified 1,900 TSSs and 
enabled the grouping of the ~1,700 protein-coding 
genes into 337 operons and a further 126 suboperons. 
H. pylori was also found to express a plethora of non-
coding RNAs, including antisense RNAs to 46% of 
all genes.

The differential RNA-seq approach has also been 
applied to different Chlamydia spp.51,52 to study the two 
important differentiated states (elementary bodies and 
reticulate bodies) that occur during infection by these 
organisms. As methods for genetic and molecular 
manipulation of these obligate intracellular pathogens 
were lacking until recently, the extensive annotation of 
the C. trachomatis and C. pneumoniae transcriptomes 
was an important step towards identifying stage-specific 
candidate genes that may be involved in the invasion and 
infection processes.

Clearly, the environment in an animal host will dif-
fer substantially from that in in vitro models, as will 
gene expression. Therefore, to understand how a patho-
gen copes with the complex within-host environment, 
V. cholerae bacteria were isolated from the caecum of 
infected rabbits or the intestine of infected mice and 
subjected to RNA-seq53. This identified a core set of 39 
transcripts (out of 478) that showed altered expression 
in both animal models compared with in in vitro cul-
ture. Although the use of different NGS platforms for 
the two samples limits data interpretation, we note that 

Box 2 | The current state of transcriptomics: how deep is ‘deep’?

It is of key importance to estimate the sequencing depth required to effectively sample 
the transcriptome of interest using RNA-seq. However, this depth varies greatly 
depending on the purpose of the proposed study (for example, gene expression versus 
gene discovery studies) and is not easily predicted because the level of transcriptional 
activity varies from genome to genome. In addition, sequencing-depth requirements 
are expected to change in the future, taking into account recent and ongoing 
advancements in deep-sequencing technologies (BOX 1). Some guide numbers that 
have been put forward over the years are given in Supplementary information S2 
(table). The level of sequencing depth that is attainable for gene expression studies  
has already increased by two orders of magnitude since these studies were first 
reported in 2008.

Toung and colleagues39 found that, for human B cells, a sequencing depth of ~25 million 
reads (of which ~80% could be mapped) resulted in detection of >80% of all expected 
transcripts. With 100 million reads, 90% of all expected transcripts were identified, but 
further increasing the read number had only a modest effect on the number of new 
transcripts detected (~1% additional transcripts per 100 million additional reads). 
However, 100 million reads was still too few to be able to accurately quantify 
expression. Rather, these and other authors recommend that 500 million–700 million 
reads are obtained for accurate gene expression quantification in mammals99. However, 
there is evidence that some commonly used algorithms are incompatible with high read 
numbers, thereby rendering an analysis of differential expression even more difficult 
when the sequencing depth exceeds a certain threshold88. In practice, the respective 
expression levels determine the required sequencing depth (in a simplistic example for 
mammalian systems, ~200 million sequences per sample are needed for very poorly 
expressed genes, and a minimum of only 8 million–10 million sequences per sample are 
required for abundant genes100).
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microRNA
A short (~22 nucleotide) 
processed RNA that guides 
post-transcriptional repression 
of mRNAs in animals and 
plants.

the core set contains well-characterized virulence fac-
tors such as cholera toxin and the type IV pilus TCP 
(toxin-co-regulated pilus). Furthermore, coupling of the 
RNA-seq data with metabolic data also identified several 
transcripts that may be affected by the conditions in the 
bacterium’s specific niche. Altogether, RNA-seq is clearly 
living up to expectations as the method that will gradu-
ally replace microarrays for the transcriptomic analysis 
of pathogens.

RNA-seq of host transcriptomes. The first studies to 
apply RNA-seq to genome-wide trancriptomics started 
to uncover the sheer level of complexity of eukaryotic 
gene expression. Analyses of the transcriptomes from 
different mouse tissues (including liver, skeletal muscle 
and total brain)33, different cell states of embryonic stem 
cells versus embryoid bodies54, and various human cell 
types31,39 detected novel transcripts; these included non-
coding RNAs, many of which are normally expressed at 
low levels (and hence had not been detected by previous 
approaches). These analyses also led to increased accu-
racy in annotation of the 5ʹ and 3ʹ gene boundaries, and 
provided hints about the extent of alternative splicing 
and the potential number of different isoforms in various 
cell types.

The subsequent use of RNA-seq focused on assess-
ing the degree of RNA processing and the types of RNA 
modification, both of which may also play an important 
part in the infection process. The specific analysis of 
RNA corresponding to alternative splicing sites — which 
can be directly identified by the presence of exon–exon 
boundaries that are not highly represented in many 
microarray studies — in a variety of human tissues dem-
onstrated that ~95% of multi-exon genes undergo alter-
native splicing, resulting in ~100,000 intermediate to 
highly abundant splicing events55,56. Similarly, the global 
analysis of RNA-editing sites has revealed extensive 
modification of transcripts in humans. A comparison of 
human B cell RNA with the genome sequence identified 
an unexpectedly high number of editing sites (>22,600), 
including those in microRNAs (miRNAs) and other non-
coding RNAs; some mRNAs contained more than ten 
edited sites57. The majority of these sites generate A-to-G 
substitutions and occur within introns, although a con-
siderable number were also identified in the 3ʹ UTRs of 
genes; further analysis of the 3ʹ UTR sites suggested that 
20% of them alter putative target sites for miRNAs. This 
suggests that RNA editing has a more prominent role in 
regulating human gene expression than was previously 
appreciated and that RNA-seq could be used to elucidate 
its role in infection.

In relation to infection biology, there have been few 
published RNA-seq studies concerning the response of 
the mammalian host cell to infection. Exceptions include 
a study into the eukaryotic miRNA response to bacte-
ria (for example, on infection of macrophages or HeLa 
cells by Salmonella enterica) upon the enrichment of the 
miRNA fraction58. However, the routine application of 
RNA-seq and especially dual RNA-seq to the response  
of the mammalian host promises to provide exciting new 
insights into the infection process.

Towards dual RNA-seq
To date, transcriptomic experiments have predominantly 
focused on either the host or the pathogen. A deeper 
understanding of the infection process will require the 
simultaneous analysis of both interaction partners; 
although this is yet to be achieved genome wide with 
RNA-seq, several transcriptomic studies have used either 
tag- or hybridization-based methods to simultaneously 
detect the response of both the host and the pathogen. 
For example, separate host and pathogen microarrays 
have been used to simultaneously study mRNA changes 
in both Aspergillus fumigatus and human airway epi-
thelial cells59. Specialized microarrays containing both 
pathogen and host gene probes (as described in REF. 3) 
identified the changes in gene expression that are asso-
ciated with virulent Escherichia coli CP9 infection in a 
mouse model of local infection24, and also characterized 
the response of different mouse tissues to infection by 
Plasmodium berghei60.

The application of probe-independent methods such 
as SAGE to Leishmania major-infected human macro-
phages enabled the simultaneous characterization of the 
parasite and host cell transcriptomes at distinct devel-
opmental stages of the parasite61. Approximately half of  
the uniquely mapped tags accounted for the host, and the 
other half, for the parasite (3,814 tags versus 3,666 tags). 
On the host side, multiple key immune response genes 
(such as cytokines) showed a differential expression 
pattern, whereas many parasite genes that were prefer-
entially expressed during the intracellular-development 
stage appeared to be among the most highly regulated. 
Of note, initial work in plants used SuperSAGE, resulting 
in a greater ability to differentiate transcripts from the  
two genomes. Taking this approach with rice leaves 
(Oryza sativa) infected with the fungal pathogen 
Magnaporthe grisea,  ~0.6% of a total ~12,000 analysed 
tags mapped exclusively to the pathogen’s genome; 
curiously, half of these tags corresponded to the hydro-
phobin gene, which is required for appressorium forma-
tion before penetration of the host62. The same approach 
was able to detect changes in gene expression during 
the hypersensitive response caused by the Phytophthora 
infestans elicitin (INF1) in the non-model organ-
ism Nicotiana benthamiana62. Although these stud-
ies provide some information regarding the dynamic 
changes in both transcriptomes, they are unlikely to 
provide the full picture. For example, the SuperSAGE 
method identified only a small fraction (~0.6%) of 
tags from the pathogen62. In addition, note that CAGE, 
SAGE and SuperSAGE base their profiling on the par-
tial sequencing of transcripts, from the 3ʹ end25,62 or 5ʹ 
end26, and are therefore intrinsically restricted in their 
information output.

Given the increased sensitivity and depth of sequenc-
ing that is now available, RNA-seq appears to be ever-
more promising for the study of infected mammalian 
cells (FIG. 2). Indeed, a recent study used RNA-seq for 
dual transcriptomics of the fungus C. albicans and its 
host mouse dendritic cells63. Although the sequenc-
ing depth was low (~120 million reads of 36 bp in total 
for five time points from rRNA-depleted libraries), a 
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handful of candidate genes from an interspecies regu-
latory network could be inferred through complemen-
tation with previous knowledge from the literature. 
However, the scope of this study was to generate an 
interspecies computational model of molecular host–
pathogen interactions, rather than an in-depth char-
acterization of the global response to infection, so the 
authors focused on previously annotated virulence genes 
in the pathogen and known immunity-associated genes in 
the host when selecting candidates. Thus, although this 
study represents the first successful application of dual 
RNA-seq to a eukaryotic interaction model, in order to 
obtain a more complete and unbiased picture of infec-
tion — especially for models that are based on bacterial 
pathogens — it is vital to sequence more deeply. However, 

as discussed below, depth is only one aspect to be taken 
into account when planning a host–pathogen dual  
RNA-seq experiment.

Dual RNA-seq: a gedankenexperiment
To establish the feasibility of dual RNA-seq and to esti-
mate the sequencing depth that would be required for 
the accurate representation of both the bacterial patho-
gen and the mammalian host, one needs to consider 
potential limiting factors.

Different RNA contents. The human genome is 3,000 Mb 
in size, whereas the genomes of typical pathogens such as 
E. coli or S. enterica are ~5 Mb. This size difference trans-
lates into different amounts of cellular RNA; eukaryotic 

Figure 2 | A paradigm shift in parallel host–pathogen transcriptomics. The substantial host background levels and 
the potential for cross-hybridization when using probe-based methods (such as microarrays) typically require that the 
host and pathogen be physically separated.The launch of a species-independent platform such as RNA sequencing 
(RNA-seq) is therefore highly promising, as it could enable the different organisms to be analysed collectively. In this 
approach, the discrimination between host and pathogen would take place only at the bioinformatics stage.
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Total RNA Organism

Pathogen
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OrganismEnriched RNA 
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≥100 million reads 
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>2,000 million reads

≥ 400 million reads 

>2,000 million reads

Dual RNA-seq 

Total RNA Enriched RNA

≥200 million reads
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Long non-coding RNAs
Heterogeneous non-coding 
RNAs (>200 nucleotides) that 
lack protein-coding capability 
and are found in eukaryotes.

Small nuclear RNAs
Short RNAs that are involved in 
precursor mRNA processing.

Small nucleolar RNAs
RNAs that typically guide 
ribose methylation and 
pseudouridylation in other 
RNA molecules.

cells contain in the range of 10–20 pg of total RNA, 
which is ~100–200 times the ~0.1 pg present in a bacte-
rial cell. In practice, this excess is reduced, as in most 
cases a single infected host cell will contain multiple 
bacteria. The intracellular copy number for a pathogen 
varies from species to species (FIG. 3; see Supplementary 
information S3 (table)), but assuming that on average 
each infected mammalian cell is associated with ten bac-
teria, the relative difference in total RNA content will be 
decreased to 10–20-fold in most infection models.

Extraction of total RNA. The first step in an RNA-seq 
experiment is to isolate the total RNA, which should  
be done as rapidly as possible. However, this may not be 
practical under certain conditions, such as when infected 
samples need to undergo time-consuming cell sorting. 
Thus, cells must be fixed to maintain transcriptome 
integrity during these steps, but fixation may cause par-
tial fragmentation of the RNA64. This can be tolerated, 
especially when the isolates will be further fragmented 
during cDNA library generation (see below). However, 
whether differential fragmentation of bacterial and 
eukaryotic RNA introduces a bias in cDNA synthesis or 
sequencing is currently unknown.

It is also important to remove genomic DNA in order 
to reduce sources of background noise. Nowadays, how-
ever, many cDNA library preparation protocols ligate 

sequencing-specific linkers directly to the RNA molecule 
on a routine basis, thereby depleting genomic DNA 
indirectly and obviating the need for a rigorous DNase 
treatment. Therefore, in a scenario in which only minute 
amounts of RNA can be isolated, DNase treatment may 
be omitted.

Enrichment of specific RNA species. One tremendous 
challenge for dual RNA-seq is the heterogeneity of the 
RNA that is present in the eukaryotic and bacterial tran-
scriptomes. Although the core transcript classes (rRNA, 
tRNA and mRNA) are present in both domains, their 
specific properties may differ (TABLE 1). There are also 
several RNA species that are specific to eukaryotes, 
such as miRNAs65, long non-coding RNAs (lncRNAs)66, 
small nuclear RNAs (snRNAs)67 and small nucleolar RNAs 
(snoRNAs)68; reciprocally, bacteria contain many small 
non-coding RNAs69.

The ubiquitous rRNA, which represents the most 
abundant class of RNA in both eukaryotic and bacterial 
cells, provides little additional information. Depletion 
of rRNA is one way to increase information content in 
the sample and is discussed below. As another method, 
early studies directly enriched for certain RNAs of inter-
est, such as polyadenylated, non-polyadenylated or small 
non-coding RNAs. However, it is important to bear in 
mind that enrichment for specific transcripts will, by 

Figure 3 | Estimation of the minimal sequencing depth required for dual host–pathogen RNA-seq.  
a | Overview of the reported copy numbers of selected adhesive or invasive model pathogens; an approximation is ten 
bacteria per host cell. Blue triangles indicate adherent pathogens, and other pathogens are invasive. b | Whereas a 
single mammalian cell typically contains around 20 pg of total RNA, the bacterial cellular RNA content does not exceed 
a few hundred femtograms. Given an average copy number of ten bacterial cells per host cell, the ratio of bacterial to 
eukaryotic RNA in samples derived from infected cells was calculated as ~1:20. c | The required sequencing depth for 
dual RNA-seq. The calculation is based on a total of 1 million non-rRNA reads being derived from the pathogen35–37 and 
a minimum of 100 million poly(A)+ reads being derived from a human host39. Poly(A)+ or rRNA-depleted libraries are 
referred to as enriched, whereas libraries for which neither poly(A)-based enrichment nor rRNA depletion are carried 
out are termed total. Note that for dual RNA-seq more reads are required for the pathogen than for the host on 
enrichment of RNA owing to the lower reported efficiency of rRNA depletion in bacteria. For details, see main text. 
sRNA, small non-coding RNA.
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definition, result in a loss of information from the global 
transcriptome, and this may be particularly relevant in 
dual RNA-seq, as many RNA species differ substantially 
in structure and modifications between eukaryotes and 
bacteria. For example, eukaryotic mRNAs are tran-
scribed from monocistronic genes, and they also acquire 
a 5ʹ methylguanine cap and a poly(A) tail, both of which 
are important for translation and increase mRNA sta-
bility. Eukaryotic mRNAs have half-lives in the range 
of many hours70,71. By contrast, bacterial mRNAs are 
often transcribed from polycistronic genes; they do 
not acquire a 5ʹ cap structure, but contain a 5ʹ triphos-
phate modification; and they rarely contain a poly(A) 
tail, but when they do, it serves as a tag for degrada-
tion. Moreover, bacterial mRNAs have a much shorter 
half-life than their eukaryotic counterparts, in the range 
of a few minutes6. Consequently, selection of the poly-
adenylated fraction would isolate transcripts with very 
different fates in different organisms: stable transcripts in 

the eukaryotic host versus transcripts undergoing degra-
dation in the bacterial pathogen. Therefore, enrichment 
for specific RNAs is not recommended when carrying 
out dual RNA-seq. Overcoming the transcript hetero-
geneity within and between organisms, and the resulting 
library complexity, to provide a complete and reliable 
view of the transcriptional landscape during infection 
will be a major challenge for dual RNA-seq.

Depletion of rRNA. Both the bacterial and eukaryotic 
cellular RNA pools consist predominantly (>80%) of 
rRNA, whereas mRNA constitutes only a minor frac-
tion (<5%). Many transcriptomic studies have tried to 
increase the information content by depleting rRNA. 
This may have its limitations, however, so it is impor-
tant to decide whether this step is necessary before 
generating the cDNA library. Numerous protocols 
and commercial kits for rRNA depletion exist. Some 
kits actively deplete either the bacterial or eukaryotic 

Table 1 | Major RNA classes in bacteria and eukaryotes

Transcript class Proportion Subcellular localization Transcript features

Bacterial cell

rRNA ~80% Not applicable • Cleaved from precursor transcripts
• 120 nt (5S), 1,500 nt (16S), 2,900 nt (23S)

tRNA 14–15% Not applicable • Cleaved from precursor transcripts
• 75–95 nt

mRNA 4–5% Not applicable • Polycistronic
• Uncapped
• Variable polyadenylation state (<50 As)

tmRNA <1% Not applicable • Processing similar to that of tRNA
• 230–400 nt

sRNA Varies Not applicable • Processed or unprocessed
• ~50–300 nt

Eukaryotic cell

rRNA ~80% Cytoplasm • Processed or unprocessed
• 120 nt (5S), 160 nt (5.8S), 1,874 nt (18S), 4,718 nt (28S)

tRNA ~15% Cytoplasm • Cleaved from precursor transcripts
• 75–95 nt

snRNA Nucleus • U-rich
• ~150 nt

snoRNA Nucleolus • U-rich
• ~60–300 nt
• Two major classes (H/ACA and C/D box)

scaRNA Cajal bodies • Similar to snRNAs

mRNA
 ~5%

Cytoplasm, nucleus • Processed from pre-mRNA via splicing
• 5ʹ capped
• 3ʹ polyadenylated (~250 As)

miRNA Cytoplasm, nucleus • Processed
• 21–23 nt

siRNA Cytoplasm, nucleus • Processed
• 20–25 nt

piRNA Cytoplasm, nucleus • Processed
• 24–31 nt

lncRNA, lincRNA Nucleus, cytoplasm, subcompartments • Heterogenic

lincRNA, long intergenic non-coding RNA; lncRNA, long non-coding RNA; miRNA, microRNA; nt, nucleotides; piRNA, PIWI-interacting RNA; sRNA, small 
non-coding RNA; scaRNA, small Cajal body-specific RNA; siRNA, small interfering RNA; snRNA, small nuclear RNA; snoRNA, small nucleolar RNA; tmRNA,  
transfer–messenger RNA.
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Bar-code sequences
Short unique sequence tags 
(~4–6 nucleotides) that are 
incorporated into cDNA 
fragments and used to tag a 
specific sequence as belonging 
to a particular cDNA library.

rRNAs with the help of sequence-specific oligonucleo-
tides bound to magnetic beads, whereas rRNA can also 
be removed indirectly by reverse transcribing the sample 
using a pool of ‘not-so-random’ primers that is devoid of 
annealing sites in rRNA72. However, commercial rRNA 
removal kits often give away little information of the 
exact procedure and components. Furthermore, these 
kits frequently have different efficiencies73–75 and, as a 
result, may add biases. With respect to dual RNA-seq, 
one has to further consider that eukaryotic and bacterial 
rRNAs need to be treated in succession and with dif-
ferent kits. However, each individual depletion step not 
only removes rRNA but also decreases the final yield of 
non-rRNA transcripts.

Instead, increasing the read numbers for non-rRNA 
transcripts can be achieved simply by increasing the 
overall sequencing depth. Importantly, both the pioneer-
ing differential RNA-seq study of H. pylori38 and the fol-
low-up studies in many other organisms abstained from 
rRNA depletion but still achieved sufficient sequencing 
coverage to determine gene expression changes. For 
dual RNA-seq experiments using samples that have 
not been depleted for rRNA, the sequence coverage 
required is currently at the upper limit of sequencing 
capacities (FIG. 3); nonetheless, ideally rRNA should not 
be depleted.

Post-transcriptional RNA modifications. An RNA 
transcript can deviate from its genomic DNA template 
as a result of post-transcriptional processing events, 
splicing, polyadenylation or RNA editing76. Moreover, 
>100 naturally occurring RNA modifications have 
been described in all three major RNA species (rRNA, 
tRNA and mRNA) and several minor species77. Owing 
to differences in the chemical structure of modified 
ribonucleosides compared to the four standard ribo-
nucleosides78, the former can have a negative impact 
on cDNA synthesis79. Chemical RNA modifications 
can not only cause reverse transcriptase stalling, but 
also leave signatures in the form of mismatches and 
conspicuous patterns in the resulting deep-sequencing 
data80, or generally hamper the mapping process. With 
respect to dual RNA-seq, mismatches resulting from 
RNA modifications could, in rare circumstances, be 
erroneously mapped onto the non-parental genome. It 
is worth mentioning that, when regarded carefully, such 
mismatches can in fact be useful sources of informa-
tion that can help towards the identification of sites with 
possible RNA base modifications81,82.

cDNA library construction. The method required for 
construction of the cDNA library is dependent on the 
sequencing platform to be used. However, there are 
three recommendations that hold true for any of the 
currently popular platforms. The first relates to sam-
ple fragmentation. As the generation of more uniform 
fragments is desired when mixed samples are analysed, 
the RNA should be fragmented. Fragmentation can be 
achieved mechanically, chemically or enzymatically, 
but it should be done at the RNA level, because this 
typically results in more even coverage, rather than at 

the cDNA level, which has a strong bias towards the 3ʹ 
end30. The second recommendation is that the cDNA 
library protocol preserves strand information, to allow 
the identification of antisense transcription, for exam-
ple. Several options exist to ensure strand specificity 
of RNA-seq (reviewed in REF. 83). One is the use of a 
deoxy-UTP (dUTP) second-strand-marking proto-
col84,85: actinomycin D is added to the reverse transcrip-
tion reaction to specifically inhibit DNA-dependent 
DNA synthesis (and thus reduce the effect of genomic 
contamination); dUTP is then incorporated into the 
second strand of cDNA; and this strand undergoes sub-
sequent selective destruction. In bacteria, strand speci-
ficity has also been achieved by omitting second-strand 
synthesis86 or by ligating 5ʹ adaptors before cDNA syn-
thesis38. In principle, any strategy is compatible with 
both eukaryotic and bacterial RNA and should there-
fore work for dual RNA-seq. The third recommenda-
tion concerns the addition of bar-code sequences for 
multiplexing. These sequences are typically integrated 
either at the level of RNA by direct ligation or at the 
level of cDNA as part of the PCR primer sequence. 
However, there is evidence that the enzymes usually 
used for adaptor ligation have a strong bias for spe-
cific sequences87. As the sequence biases for eukaryotic 
RNA–bacterial RNA mixtures are expected to exceed 
those for homogeneous samples, we strongly recom-
mend introducing bar-codes during PCR amplification 
and not during adaptor ligation.

Reproducibility and internal references. Another issue 
that is frequently ignored for RNA-seq experiments 
is that of replicates. The technical reproducibility for 
RNA-seq has been claimed to be high32,33 but should be 
checked for each data set88, especially when the cover-
age is low89. To provide a reference that allows for inter-
experimental comparisons, biological samples should 
always be supplemented with artificially synthesized or 
in vitro-transcribed RNAs (so-called spike-in RNAs)90. 
The sequence of any spike-in RNA must be confirmed 
bioinformatically to be absent from all the genomes 
under investigation. Spike-in RNA features such as 
length, GC content or concentration have to be empiri-
cally determined for any assay system. Just as for tradi-
tional methods of assessing gene expression, the large 
number of data points generated by RNA-seq means that 
a high degree of accuracy is needed to reduce the false-
discovery rate. Thus, biological replicates are absolutely 
essential for robust results.

Estimating sequencing depth for dual RNA-seq. In both 
bacteria and eukaryotes, mRNA and regulatory non-
coding RNAs constitute around 5% of the total RNA. As 
outlined above, assuming that there are ten intracellular 
bacteria per host cell, the ratio of bacterial to eukaryotic 
RNA in the infected cell is ~1:20, meaning that bacte-
rial mRNAs and small non-coding RNAs correspond to 
~0.25% of the total RNA sample (FIG. 3). Previous bacte-
rial RNA-seq studies have suggested that a minimum 
of 2–5 million reads from an rRNA-depleted library are 
required for accurate coverage35–37. In all of these studies, 
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rRNA was removed using the MICROBExpress kit (Life 
Technologies). However, even with the enrichment of 
non-rRNA species provided by this protocol, more than 
half of the bacterial reads correspond to ribosomal tran-
scripts (for example, see REFS 36,75). This suggests that, 
using the assumption that the minimal requirement is 
2 million reads, ≥1 million bacterial non-rRNA reads are 
required to detect pathogen gene expression in the host 
background. As the bacterial small non-coding RNA and 
mRNA make up 0.25% of the total RNA, this means that 
400 million total reads would be required to attain the 
1 million small non-coding RNA and mRNA reads from 
the pathogen. However, for reasons that are not quite 
understood, rRNAs and tRNAs have lower conversion 
rates into cDNA than do mRNAs and other RNA spe-
cies38; although this again may depend on the studied 
pathogen and the cDNA protocol, it would be in favour 
of covering the more informative RNA species when 
sequencing samples without rRNA depletion.

In the case of the host, human gene detection stud-
ies require ~100 million rRNA-depleted reads, and for 
accurate gene expression quantification this increases 
to ~500 million reads derived from a poly(A)+ library 
from human B cells39. The standard protocol for cDNA 
library construction in mammals33 enriches for mRNAs 
by using oligo(dT)-conjugated magnetic beads (Life 
Technologies), following which the enriched RNA 
fraction is essentially free of rRNA. Likewise, eukary-
otic rRNA removal kits are highly efficient73,74. When 
neither poly(A) enrichment nor rRNA depletion are 
carried out before sequencing, using the assumption  
that cellular housekeeping non-coding RNA classes 
(rRNA and tRNA) together constitute ~95% of the total 
RNA (so mRNAs and regulatory non-coding RNAs, at 
5% of the total, are diluted by 20-fold in comparison to 
when rRNA and tRNAs are depleted), the number of 
reads required increases by a factor of 20. Given this 
increase in the number of reads required, achieving the 
same sequencing depth as that in the above study of 
human B cells39 will require ≥2,000 million reads for 
gene detection (BOX 2; FIG. 3).

In conclusion, an estimated minimum of about  
2,000 million reads from total RNA and 200 million 
reads from rRNA-depleted samples seems to be required 
to simultaneously monitor gene expression in both host 
and pathogen. In the described example, depending on 
whether or not rRNA is depleted, the different rRNA 
removal efficiencies for pathogen and host sequences 
mean that obtaining sufficient sequence coverage of either 
transcriptome is a limiting parameter. Omitting the rRNA 
depletion step would require two dedicated flow cells on 
the currently popular HiSeq 2000 machine (Illumina), 
with the sequencing capacity available to date. By contrast, 
when rRNA is depleted, a minimum of two lanes seems 
to be required, albeit with the above-mentioned caveats. 
Therefore, although dual RNA-seq on total RNA would be 
costly, from a technical perspective it appears to already  
be feasible. Of note, the above estimates are conservative, 
as they are based on read lengths of 36 bp for bacteria35 
and 50 bp for humans39 and do not take into account the 
fact that longer read lengths are already routine.

Although these calculations describe the best-case 
scenario and rely on reported sequencing-depth num-
bers, which vary widely depending on the model sys-
tem or cDNA library generation protocol used, they 
provide rough estimates for the feasibility of the dual 
RNA-seq approach. For instance, the selection of bacte-
rial strain and host cell type defines the magnitude of  
the pathogen–host transcriptome, the number of indi-
vidual pathogens per host cell and, thus, the fraction of 
bacterial RNA within the mixed sample. Furthermore, 
the actual demands and aims of an experiment deter-
mine the required depth (BOX 2): in studies designed  
to refine transcript boundaries and splice junctions or to 
accurately quantify gene expression on either side, con-
siderably more reads will be required than in experiments 
that merely aim to detect known transcripts.

Dual RNA-seq of pathogen and host appears to  
be within practical reach. Mixed RNA samples can be 
processed collectively and eventually converted into 
uniform-length cDNA fragments. The discrimination 
between host and pathogen expression profiles occurs 
only in silico by simultaneous read mapping onto the 
respective reference genomes. Ideally, sequencing power 
alone would determine the coverage of the genomes 
and thus define the amount of information that can be 
extrapolated from the data set. Today, when the goal is 
not simply detecting host or pathogen transcripts but 
rather carrying out quantitative expression profiling, 
mixed cDNA libraries would have to be sequenced 
repeatedly (that is, over several lanes), and the resulting 
data subsets pooled. However, as deep-sequencing tech-
nologies continue to improve, dual RNA-seq is likely to 
become the gold standard to investigate host–pathogen 
interactions.

Conclusions and perspectives
The application of RNA-seq has provided an opportunity 
for unparalleled access to the transcriptomes of hosts 
and pathogens, increasing the annotation of genomes 
and the detection of new genes. It has further enabled a 
switch from hypothesis-based methods for investigating 
the mechanisms involved in infection to an unbiased, 
discovery-based approach that has a higher likelihood 
of identifying novel principles. For example, analysis of 
the transcriptomes of pathogens under different envi-
ronmental conditions or of cells with different genetic 
backgrounds has begun to identify new virulence genes 
and the factors involved in their regulation. However, the 
future development of dual RNA-seq to simultaneously 
determine the transcriptomes of host and pathogen has 
the potential to provide further insights into the host–
pathogen interaction that currently cannot be obtained 
by sequencing of the individual players. It is conceivable 
that the close temporal congruence in determining the 
host and pathogen transcriptomes will reveal not only 
new molecular strategies that lead to infection or the 
clearance of the pathogen, but also the response of each 
cell type to the deleterious presence of the other cell. 
Dual RNA-seq also promises to enable future research to 
move away from revealing the ‘average’ cellular response 
to infections, as it is likely that different cell types have 
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different susceptibilities to, and modes of dealing with, 
pathogens and infection; likewise, there may be het-
erogeneity within the bacterial population with respect  
to pathogenicity and virulence. Each pathogen is likely to 
interact with a variety of cell types, or with cells that are 
of the same type but in different cellular states owing 
to prior cellular interactions, making dual RNA-seq at 
the single-cell level (BOX 3) an important ultimate goal. 
The synchronized determination of transcriptomes will 
enable us to assess the importance of stochasticity and 
cell type-specific interactions, a feat that would not be 
possible by determining the transcriptome of either host 
or pathogen alone.

Dual RNA-seq will require high sequencing depth 
in order to provide accurate representations of the 
host and pathogen genomes; this is highly likely to be 
attainable in the future given the potential for near-
infinite sequencing power. As outlined above, the 
technical requirements to achieve this are about to be 
fulfilled, and currently dual RNA-seq on the popula-
tion level appears to be costly but feasible. The latest 
sequencing platforms can generate an output of up to 
several hundred gigabases per experimental run, sug-
gesting that the ~200–2,000 million reads required for 

dual RNA-seq can be achieved. As sequencing depth 
increases, the most important technical issue may be 
not the acquisition of the data, but perhaps its process-
ing and storage (reviewed in REF. 91). The files generated 
by RNA-seq are several orders of magnitude larger than 
those from arrays92. This means that computational 
processes become time consuming simply owing to the 
shear mass of data.

Ongoing progress and improvement in third-genera-
tion sequencing technologies will further facilitate dual 
transcriptomics. In particular, nanopore sequencing is 
highly promising, as it is potentially compatible with 
direct RNA sequencing without cDNA intermediates. 
These devices can apparently generate long and accu-
rate reads and, according to the manufacturer, will be 
comparable to current platforms from a financial per-
spective but at the same time will be considerably faster 
(~20–400 bases per second). As a consequence of this 
ever-growing sensitivity, we will be able to resolve gene 
expression events during infections in much finer detail 
by scaling down the number of cells required for assess-
ment. Ultimately, single-cell RNA-seq of pathogen- 
containing eukaryotic cells, extracted from infected  
tissue, should become technically feasible.

Box 3 | Dual RNA-seq of single cells

Neither cell cultures nor tissues are homogenous, and the infection process is likewise highly diverse. Therefore, infection 
studies at the population level simply reflect the average behaviour of all population constituents. To resolve the specific 
and frequently greatly differing responses of individual cells, gene expression would ideally be carried out at the 
single-cell level.

Single-cell RNA-seq has been achieved for eukaryotic cells alone101–107 and seems to be within reach for bacterial cells108. 
For eukaryotic single-cell RNA-seq, ~5–10 pg of total RNA was obtained from a single mammalian cell103,106; reverse 
transcription and PCR-based amplification to 20–200 ng of cDNA was sufficient for RNA-seq. By contrast, a single 
Burkholderia sp. cell yielded <2 pg of total RNA108. To overcome this limitation, the researchers used a method termed 
total transcript amplification, in which circularized single-stranded DNA molecules were used to produce vast amounts 
(~10 μg) of double-stranded DNA.

The read depth requirements for single-cell analyses seem to differ from those for population RNA-seq experiments 
(BOX 2). One study estimates that ≤40 million sequencing reads per cell covers an entire mammalian transcriptome, 
including the detection of new genes and the refinement of known genes, whereas 100 million reads would be ideal for 
studies investigating alternative splicing102. Another study aiming to generate a high-resolution map of embryonic stem 
cells sampled ~250,000 reads per cell, adding up to 10 million reads in total. The authors conclude that sequencing of 
more individual cells at moderate depth increases the accuracy of the aggregate data106.

Nanodevices for manipulating single cells are already available. Single cells have been collected under a dissection 
microscope with mouth pipettes101,102,104,105, with the help of a semi-automated cell picker and commercially available  
cell capture plates106, by laser capture108 or manually107. New microfluidics devices for single-cell analyses (reviewed in 
REF. 109) — including proteinous picolitre-scale microcavities referred to as lobster traps110 — as well as laser capture 
microdissection (reviewed in REF. 111) promise to lift single-cell transcriptomics to an as-yet-unreached level.

Thus, the present limitations for single-cell dual RNA-seq are primarily associated with the processing of mixed RNA 
samples and the generation of high-quality cDNA libraries. For instance, single-cell RNA-seq in eukaryotic cells101,102,104–106 
used oligo(dT) primers for reverse transcription, to indirectly deplete rRNA. With bacterial RNA, however, this would 
enrich RNA decay intermediates (see main text). The minute amount of bacterial RNA material also precludes the 
depletion of rRNA. A reasonable solution to this may be ‘not-so-random’ primers (see main text), although this remains  
to be tested. To circumvent length biases that occur during PCR amplification, it would be ideal to omit the amplification 
step and to directly combine single-cell analyses with single-molecule sequencing of cDNA or even with direct 
sequencing of RNA, which would additionally prevent the influence of conversion efficiency (that is, the efficiency of 
converting RNA into sequence reads). In contrast to RNA-seq from bulk samples, and owing to the fact that most genes 
are expressed in the range of about ten copies per cell112, single-cell RNA-seq can be greatly affected by the conversion 
efficiency, as many transcripts might easily be lost completely. At present, the RNA amounts that are required for 
single-molecule sequencing of cDNA are still on a microgram scale113, exceeding the RNA content of single cells by 
several orders of magnitude. Likewise, direct sequencing of RNA has not been achieved for single cells. However, 
assuming that progress will be made at a pace comparable to that of the past few years, single-molecule sequencing of 
cDNA or even RNA in single cells may be feasible in the near future.
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